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InformationInformation--centriccentric viewview of of 
resourcesresources

Additional players require Additional players require 
additional processor cycles at additional processor cycles at 
the existing player’s hostthe existing player’s host
Each additional playerEach additional player

introduces new elements to introduces new elements to 
renderrender
increases the amount of increases the amount of 
caching (new shared state )caching (new shared state )
increases the number of increases the number of 
updates to receive and handle

Bandwidth requirements Bandwidth requirements 
increase with the number of increase with the number of 
playersplayers
Each additional Each additional playerplayer

must receive the initial must receive the initial gamegame
state and the updates that other state and the updates that other 
users are already receivingusers are already receiving
introduces new updates to the introduces new updates to the 
existing existing shared stateshared state and new and new 
interactions interactions with thewith the existing existing 
playersplayers
introduces new shared introduces new shared state

updates to receive and handle

state
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InformationInformation principleprinciple

The resource utilization is directly related to the amount of 
information that must be sent and received by each host and 
how quickly that information must be delivered by the 
network.

The resource utilization The resource utilization isis directly related to the amount of directly related to the amount of 
information that must be sent and received by each host and information that must be sent and received by each host and 
how quickly that information must be delivered by the how quickly that information must be delivered by the 
network.network.

The most scalable The most scalable networked applicationnetworked application is the one that is the one that 
doesdoes not require not require networkingnetworking

ToTo achieve scalability and performance, achieve scalability and performance, thethe overall overall 
resource penalty incurred within resource penalty incurred within a networked a networked 
application must be reducedapplication must be reduced
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Information Information principleprinciple equationequation

Resources = Resources = MM × × HH × × BB × × TT × × PP

MM == number of number of mmessages transmittedessages transmitted
HH == average number of destination average number of destination hhosts for each messageosts for each message
BB == average amount of network average amount of network bbandwidth required for a message andwidth required for a message 

to each destinationto each destination
TT == ttimeliness in which the network must deliver packets to each imeliness in which the network must deliver packets to each 

destinationdestination
PP == number of number of pprocessor cycles required to receive and process rocessor cycles required to receive and process 

each messageeach message
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Information Information principleprinciple equationequation as as 
a a tooltool

Each reduction  Each reduction  ⇒⇒ a compensating increase or a a compensating increase or a 
compensating degradation in the qualitycompensating degradation in the quality
How to modify depends on the applicationHow to modify depends on the application

MM HH BB TT PP

Dead ReckoningDead Reckoning
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Information Information principleprinciple equation: equation: 
examplesexamples

MM HH BB TT PP MM HH BB TT PP

ServerServer--networknetworkMessageMessage compressioncompression
36 bytes36 bytes

24 bytes24 bytes
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Consistency and responsivenessConsistency and responsiveness

consistencyconsistency
similarity of the view to the data in the nodes belonging to a nsimilarity of the view to the data in the nodes belonging to a networketwork

responsivenessresponsiveness
delay that it takes for an update event to be registered by the delay that it takes for an update event to be registered by the nodesnodes

traditionally, consistency is importanttraditionally, consistency is important
distributed databasesdistributed databases

realreal--time interaction time interaction ⇒⇒ responsiveness is important and responsiveness is important and 
consistency can be compromisedconsistency can be compromised

⇒⇒ the game world can either bethe game world can either be
a a dynamic worlddynamic world in which information changes frequently orin which information changes frequently or
a a consistent worldconsistent world in which all nodes maintain identical informationin which all nodes maintain identical information

but it cannot be bothbut it cannot be both
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Absolute consistencyAbsolute consistency

To guarantee To guarantee absolute consistencyabsolute consistency among the among the nodes,nodes, the data source must wait the data source must wait 
until everybody has received the information before it until everybody has received the information before it cancan proceedproceed

delay from original delay from original message transmission,message transmission, acknowledgements, acknowledgements, possible possible 
retransmissionsretransmissions

The source can generate updates only at a limited rateThe source can generate updates only at a limited rate
TimeTime for the communication protocol to reliably disseminate the statfor the communication protocol to reliably disseminate the state e 
updates to the remote updates to the remote nodesnodes

AA

BB

TimeTimeCurrentlyCurrently

I’m at (I’m at (10, 2010, 20)) I’m at (I’m at (15, 2515, 25))

After 100 msAfter 100 ms

A is at (A is at (10, 2010, 20))
AA

BB

Transmit
Transmit

After 200 msAfter 200 ms

AA

BBAcknowledge
Acknowledge
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High update rateHigh update rate

There is a delay before the state change is received by other There is a delay before the state change is received by other nodesnodes

If the If the state informationstate information is updated often, it might be updated while is updated often, it might be updated while the the 
previousprevious update messages are still on the wayupdate messages are still on the way

Whilst someWhilst some nodesnodes see new see new values,values, others may still see older others may still see older onesones

Because of the inherent transmission delay, Because of the inherent transmission delay, oneone cannot update the shared cannot update the shared 
state frequently and still ensure that all remote hosts have alrstate frequently and still ensure that all remote hosts have already received all eady received all 
previous state updatesprevious state updates

SS
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TradeTrade--off spectrumoff spectrum

Available network bandwidth must be allocated betweenAvailable network bandwidth must be allocated between
messages for updating the messages for updating the state information andstate information and
messages for maintaining a consistent view of messages for maintaining a consistent view of thethe state informationstate information

amongamong participants.participants.

HighHigh
update rate

AbsoluteAbsolute
consistency update rateconsistency

The The tradetrade--offoff spectrumspectrum
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Relay modelRelay model

nodenode

locallocal

networknetwork

globalglobal

relayrelay
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TwoTwo--way relayway relay

ff

gg

ooglobaliilocallocal global

oolocal iigloballocal global
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ShortShort--circuit relaycircuit relay

ff

gg

ooglobaliilocallocal global

hh

oolocal iigloballocal global
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ScalabilityScalability

Ability to adapt resource changesAbility to adapt resource changes
1.1. supporting a varying amount of human playerssupporting a varying amount of human players
2.2. allocating synthetic playersallocating synthetic players
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Amdahl’s lawAmdahl’s law

time required by serially executed parts cannot be time required by serially executed parts cannot be 
reduced by parallel computationreduced by parallel computation
theoretical speedup:theoretical speedup:

SS((nn) = ) = TT(1) / (1) / TT((nn)  ≤  )  ≤  TT(1) / ((1) / (TT(1) / (1) / nn) = ) = nn
execution time has a serial part execution time has a serial part TTss and parallel part and parallel part TTpp

TTss + + TTpp = 1= 1
αα = = TTss / (/ (TTss + + TTpp))

speedup with optimal serialization:speedup with optimal serialization:
SS((nn) = () = (TTss + + TTpp) / () / (TTss + + TTpp//nn)  )  ≤≤ 1/1/αα

example: example: αα = 0.05 = 0.05 ⇒⇒ SS((nn) ) ≤≤ 20 20 
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Serial and parallel executionSerial and parallel execution

ideally everything should be calculated in parallelideally everything should be calculated in parallel
everybody plays their game regardless of otherseverybody plays their game regardless of others

if there is communication, there are serially if there is communication, there are serially 
executed partsexecuted parts

the players must agree on the sequence of eventsthe players must agree on the sequence of events
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Interaction in a multiplayer gameInteraction in a multiplayer game

player 1

player 2

player 3

time

TurnTurn--based gamebased game

RealReal--time gametime game
player 1

player 2

player 3

time
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Communication capacity: Communication capacity: 
exampleexample

clientclient––server using unicasting in a 10 Mbps server using unicasting in a 10 Mbps 
Ethernet using IPv6Ethernet using IPv6
each client sends 5 packets/s containing a 32each client sends 5 packets/s containing a 32--bit bit 
integer valueinteger value

bits in the message: bits in the message: dd = 752 + 32= 752 + 32
update frequency: update frequency: ff = 5= 5
capacity of the communication channel: capacity of the communication channel: CC = 10= 1077

number of unicast connections: number of unicast connections: n n = ?= ?
dd ·· ff ·· nn ≤ ≤ C   C   ⇒⇒ nn ≤ 2551≤ 2551
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Communication capacityCommunication capacity

Architecture Capacity requirement

Single nodeSingle node 00

PeerPeer--toto--peerpeer OO((nn)…)…OO((nn22))

ClientClient––serverserver OO((nn))

PeerPeer--toto--peer serverpeer server--networknetwork OO((nn//mm + + mm)…)…OO((nn//mm + + mm22))

Hierarchical serverHierarchical server--networknetwork OO((nn))



Chapter 9 Chapter 9 –– Slide 20Slide 20Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Protocol optimizationProtocol optimization

To transmit dataTo transmit data
allocate a bufferallocate a buffer

write data into the bufferwrite data into the buffer

transmit a packet containing the buffer transmit a packet containing the buffer 
contentscontents

Every network packet incurs a Every network packet incurs a 
processing penaltyprocessing penalty

To improve resource usage, reduceTo improve resource usage, reduce
the size of each network packet the size of each network packet 
(message(message compression)compression)

the number of network packets the number of network packets 
(message(message aggregation)

M H B T P

aggregation)
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MessageMessage compressioncompression

LossyLossy compressioncompression
Some information may Some information may 
be lostbe lost

10.000000001 10.000000001 ⇒⇒ 10

LosslessLossless compressioncompression
Change encodingChange encoding
No information lossNo information loss

10.0000001 10.0000001 ⇒⇒ 10.0000001 1010.0000001

Er
ro

r
Er

ro
r

#bits#bits
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Internal and Internal and externalexternal
compressioncompression

InternalInternal compressioncompression

Manipulates a Manipulates a messagemessage based solely based solely 
on its own contenton its own content
No reference to the previous No reference to the previous 
messagemessage

ExternalExternal compressioncompression

Manipulates the Manipulates the messagemessage data data 
within the context of what has within the context of what has 
already been transmittedalready been transmitted

deltadelta informationinformation
Better compressionBetter compression
Dependency between Dependency between messagesmessages
Need for reliable transmissionNeed for reliable transmission
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Compression Compression techniquetechnique
categoriescategories

CompressionCompression
techniquetechnique Lossless Lossless compressioncompression Lossy Lossy compressioncompression

InternalInternal
compressioncompression

ExternalExternal
compressioncompression

Encode the messageEncode the message
in a more efficient in a more efficient 
format and eliminate format and eliminate 
redundancy within the redundancy within the 
messagemessage

Filter irrelevant Filter irrelevant 
information or reduce the information or reduce the 
detail of the transmitted detail of the transmitted 
informationinformation

Avoid retransmitting Avoid retransmitting 
information that is information that is 
identical to that sent in identical to that sent in 
previous messagesprevious messages

Avoid retransmitting Avoid retransmitting 
information that is information that is 
similar to that sent in similar to that sent in 
previous messagesprevious messages
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Compression methodsCompression methods

Huffman codingHuffman coding
Arithmetic codingArithmetic coding
Substitutional compressionSubstitutional compression

LZ78, LZ77LZ78, LZ77

WaveletsWavelets
Vector quantizationVector quantization
Fractal compressionFractal compression
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Protocol Independent Compression Protocol Independent Compression 
Algorithm (PICAAlgorithm (PICA))

ReferenceReference
StatStatLossless, externalLossless, external Entity StateEntity Statee #1e #1

Entit  StateEntit  Stateyy

ReferenceReference
StaState #2te #2 Entity StateEntity State

ReferenceReference
StaState #3te #3 Entity StateEntity State

Transmit occasionally Transmit occasionally 
numbered reference state numbered reference state 
snapshotssnapshots

Entity StateEntity State#1#1

Entity StateEntity State#1#1
Subsequent update packetsSubsequent update packets

snapshot numbersnapshot number

delta informationdelta information

Entit  StateEntit  Stateyy#2#2
Snapshots reliablySnapshots reliably

easy retransmissioneasy retransmission
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Application Application gatewaysgateways

Compression can be localized Compression can be localized 
to areas of the network having to areas of the network having 
limited bandwidthlimited bandwidth
Packet in uncompressed form Packet in uncompressed form 
over the LANover the LAN
Application Gateway (AG) Application Gateway (AG) 
compress them before they compress them before they 
enter the enter the WANWAN
Quiescent entity Quiescent entity serviceservice

handles dead or inactive entities

WANWAN

Uncompressed packetsUncompressed packets
LANLAN

ClientClient ClientClient ClientClient ClientClient

RouterRouterApplicationApplication
GatewayGateway

handles dead or inactive entities
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MessageMessage aggregationaggregation

Reduce the number of Reduce the number of messagemessage by merging multiple by merging multiple messagesmessages
Reduces the number of Reduces the number of headersheaders

UDP/IP: 28 bytesUDP/IP: 28 bytes
TCP/IP: 40 bytesTCP/IP: 40 bytes HeaderHeader DataData

Merge all Merge all messagesmessages of the local entities into a single of the local entities into a single messagemessage
suits when suits when messagesmessages are transmitted at a regular frequencyare transmitted at a regular frequency
does not decrease the qualitydoes not decrease the quality
if each entity generates updates independently, the host must waif each entity generates updates independently, the host must wait to it to 
get enough get enough messagesmessages
HeaderHeader DataData

HeaderHeader DataData

HeaderHeader DataData

AA
HeaderHeader DataData DataData DataDataBB

CC
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Aggregation Aggregation tradetrade--offsoffs and and 
strategiesstrategies

Wait longerWait longer
betterbetter potential potential bandwidthbandwidth savingssavings
reduces the value of datareduces the value of data

TimeoutTimeout--based transmission policybased transmission policy
collect collect messagesmessages for a fixed for a fixed timeouttimeout periodperiod
guaranteesguarantees an upper bound for delayan upper bound for delay
reduction varies depending on the entitiesreduction varies depending on the entities

no entity updates no entity updates ⇒⇒ no aggregation but transmission delayno aggregation but transmission delay
QuorumQuorum--based transmission policybased transmission policy

merge merge messagesmessages until there is enoughuntil there is enough
guaranteesguarantees a particular bandwidth and a particular bandwidth and messagemessage rate reductionrate reduction
no limitation on delayno limitation on delay

Timeliness Timeliness (timeout(timeout) vs. bandwidth reduction (quorum)) vs. bandwidth reduction (quorum)
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MergingMerging timeouttimeout-- and quorumand quorum--
basedbased policiespolicies

Wait until enough Wait until enough messagesmessages or timeout expiredor timeout expired

After transmission of an aggregated After transmission of an aggregated message,message,
reset timeout and reset timeout and messagemessage countercounter

Adapts to the dynamic entity update Adapts to the dynamic entity update ratesrates
slow update rate slow update rate ⇒⇒ timeout bounds the delaytimeout bounds the delay

rapid update rate rapid update rate ⇒⇒ better aggregation, bandwidth better aggregation, bandwidth 
reductionreduction



Chapter 9 Chapter 9 –– Slide 30Slide 30Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Aggregation Aggregation serversservers

In many applications, each host In many applications, each host only managesonly manages aa single entitysingle entity
More available updates, larger aggregation More available updates, larger aggregation messagesmessages can be can be 
quickly generatedquickly generated
Large update pool Large update pool ⇒⇒ projection aggregationprojection aggregation

a set of entities having a common characteristica set of entities having a common characteristic
Aggregation serverAggregation server

locationlocation, entity type, entity type
hosts transmit updates to aggregation server(s)hosts transmit updates to aggregation server(s)
server collects server collects updates from multiple hostsupdates from multiple hosts
server disseminates aggregated update server disseminates aggregated update messagesmessages

Distributes the workload across several processorsDistributes the workload across several processors
Improves fault Improves fault tolerance and overalltolerance and overall performanceperformance
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Dead reckoningDead reckoning

navigational techniquenavigational technique

((xx,  ,  yy))

vv
tt

((xx00,  ,  yy00))
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DynamicDynamic sharedshared statestate

Dynamic shared state constitutes the changing information that Dynamic shared state constitutes the changing information that 
multiple multiple nodesnodes must maintainmust maintain

participants, their locations and participants, their locations and behavioursbehaviours
environment itself, all objects, weather, natural laws,...environment itself, all objects, weather, natural laws,...

In In a highlya highly dynamic environment, almost all information about dynamic environment, almost all information about 
the the game worldgame world may change may change ⇒⇒ needs to be sharedneeds to be shared
Accuracy is fundamental to creating realistic environmentsAccuracy is fundamental to creating realistic environments
Makes an Makes an environment available to multiple usersenvironment available to multiple users

without dynamic shared state, each user works without dynamic shared state, each user works independently (and alone)independently (and alone)
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Example of Example of dynamicdynamic sharedshared statestate

AA

BB

TimeTimeCurrentlyCurrently After 100 msAfter 100 ms

I’m at (I’m at (10, 2010, 20)) I’m at (I’m at (15, 2515, 25))

A is at (A is at (10, 2010, 20))

AA

BB

nearnear
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DeadDead reckoningreckoning ofof sharedshared statestate

TransmitTransmit state update packets less frequentlystate update packets less frequently

Use received information to Use received information to approximate approximate the true the true 

shared stateshared state

In between updates, each In between updates, each nodenode predicts the state predicts the state 
of the entitiesof the entities
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DeadDead reckoning: examplereckoning: example

Time 3.5:Time 3.5:
Position (Position (5.5, 65.5, 6))

Predicted PathPredicted Path

Time 3:Time 3:
Position (Position (4, 54, 5))
Velocity (Velocity (3, 23, 2))

TransmitTransmit

Remote PredictionRemote Prediction
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Dead reckoning protocolDead reckoning protocol

predictionprediction techniquetechnique

how the entity’s current state is computed how the entity’s current state is computed 
based on previously received update based on previously received update packetspackets

convergence techniqueconvergence technique

how to correct the how to correct the statestate information when an information when an 
update is receivedupdate is received
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Prediction and Prediction and convergenceconvergence

Time 4:Time 4:
Position (Position (7, 77, 7))

Current Predicted PathCurrent Predicted Path

Time 4:Time 4:
Position (Position (6, 36, 3))
Velocity (Velocity (6, 36, 3))

New Predicted PathNew Predicted Path

Time 3:Time 3:
Position (Position (4, 54, 5))
Velocity (Velocity (3, 23, 2))
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Prediction Prediction usingusing derivativederivative
polynomialspolynomials

The most common DR protocols use derivative The most common DR protocols use derivative 
polynomialspolynomials
Involves various derivatives of the entity’s Involves various derivatives of the entity’s 
current positioncurrent position
Derivatives of Derivatives of positionposition
1.1. velocityvelocity
2.2. accelerationacceleration
3.3. jerkjerk



Chapter 9 Chapter 9 –– Slide 39Slide 39Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

ZeroZero--orderorder and and firstfirst--orderorder
polynomialspolynomials

ZeroZero--order polynomialorder polynomial
position position pp

thethe object’s instantaneous position, no derivative informationobject’s instantaneous position, no derivative information

predicted position after predicted position after tt seconds = seconds = pp

FirstFirst--order polynomialorder polynomial
velocity velocity vv

predicted position after predicted position after tt seconds seconds = = vt + pvt + p

update packet provides current position and velocityupdate packet provides current position and velocity
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SecondSecond--orderorder polynomialspolynomials

We can usuallyWe can usually obtain better prediction by incorporating more derivativesobtain better prediction by incorporating more derivatives
SecondSecond--order polynomialorder polynomial

acceleration acceleration aa

predicted position after predicted position after tt secondsseconds
== ½½atat22 + + vtvt + + pp

update packet: current position, velocity, and accelerationupdate packet: current position, velocity, and acceleration

popular and widely usedpopular and widely used

easy to understand and implementeasy to understand and implement

fast to computefast to compute

relatively good predictions of positionrelatively good predictions of position
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Hybrid Hybrid polynomialpolynomial predictionprediction

The remote host can dynamically choose the The remote host can dynamically choose the 
order of prediction polynomialorder of prediction polynomial

firstfirst--order or secondorder or second--order?order?
FirstFirst--orderorder

fewer computational operationsfewer computational operations
good good when acceleration changes frequently or when when acceleration changes frequently or when 
acceleration is minimalacceleration is minimal
prediction can be more accurate without acceleration prediction can be more accurate without acceleration 
informationinformation
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Position HistoryPosition History--Based Dead Based Dead 
ReckoningReckoning

Chooses dynamically between firstChooses dynamically between first--order and secondorder and second--orderorder
Evaluates the object’s motion over the three most recent Evaluates the object’s motion over the three most recent 
position updatesposition updates
If acceleration is minimal or substantial, use firstIf acceleration is minimal or substantial, use first--orderorder

threshold cutthreshold cut--off values for each entityoff values for each entity
The acceleration behaviour affects to the convergence algorithm The acceleration behaviour affects to the convergence algorithm 
selectionselection
Ignores instantaneous derivative informationIgnores instantaneous derivative information

update packets only contain the most recent positionupdate packets only contain the most recent position
estimate velocity and accelerationestimate velocity and acceleration

Reduces bandwidth requirementReduces bandwidth requirement
Improves prediction accuracy in many casesImproves prediction accuracy in many cases
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Limitations of derivative Limitations of derivative 
polynomialspolynomials

Add more terms to the derivative polynomialAdd more terms to the derivative polynomial——why not?why not?
With higherWith higher--order polynomials, more information have to be order polynomials, more information have to be 
transmittedtransmitted
The computational complexity increasesThe computational complexity increases

each additional term requires few extra operationseach additional term requires few extra operations

Sensitivity to errorsSensitivity to errors
derivative information must be accuratederivative information must be accurate
inaccurate values for the higher derivatives might actually makeinaccurate values for the higher derivatives might actually make the the 
prediction worseprediction worse

p(t) = ½at2 + vt + ppp((tt) = ½) = ½atat22 + + vtvt + + pp
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Limitations of derivative Limitations of derivative 
polynomials (cont’d)polynomials (cont’d)

Hard to get accurate instantaneous informationHard to get accurate instantaneous information
entity models typically contain velocity and accelerationentity models typically contain velocity and acceleration
higherhigher--order derivatives must be estimated or tracked order derivatives must be estimated or tracked 
defining jerk (change in acceleration):defining jerk (change in acceleration):

predict human behaviourpredict human behaviour
air resistance, muscle tension, collisions,…air resistance, muscle tension, collisions,…

values of highervalues of higher--order derivatives tend to change more order derivatives tend to change more 
rapidly than lowerrapidly than lower--order derivativesorder derivatives

⇒⇒HighHigh--order derivatives should generally be avoidedorder derivatives should generally be avoided
The Law of Diminishing ReturnsThe Law of Diminishing Returns

more effort typically provides progressively less impact on more effort typically provides progressively less impact on 
the overall effectiveness of a particular techniquethe overall effectiveness of a particular technique
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ObjectObject--specializedspecialized predictionprediction

Derivative polynomials do not take into account Derivative polynomials do not take into account 
what the entity is currently doingwhat the entity is currently doing
what the entity is capable of doingwhat the entity is capable of doing
who is controlling the entitywho is controlling the entity

Managing a wide variety of dead reckoning protocols is Managing a wide variety of dead reckoning protocols is 
expensiveexpensive
Aircraft making military flight Aircraft making military flight manoeuversmanoeuvers

constant acceleration and instant constant acceleration and instant 
velocityvelocity ⇒⇒ position trajectoryposition trajectory
the the aeroplaneaeroplane’’ss orientation angleorientation angle

All information does not need to be All information does not need to be transmittedtransmitted
dancing is relevant not the footwork, fire not the flames,…dancing is relevant not the footwork, fire not the flames,…

In general, preciseIn general, precise behaviour would be nice butbehaviour would be nice but overall overall 
behaviourbehaviour is enoughis enough
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Convergence Convergence algorithmsalgorithms

Prediction estimates the future value of the Prediction estimates the future value of the 
shared stateshared state

Convergence tells how to correct inexact Convergence tells how to correct inexact 
predictionprediction

Correct predicted state quickly but without Correct predicted state quickly but without 
noticeable visual distortionnoticeable visual distortion
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ZeroZero--orderorder convergence (or snap)convergence (or snap)

Time 3.5:Time 3.5:
Position (Position (5.5, 65.5, 6))

Time 4.5:Time 4.5:
Position (Position (8.5, 88.5, 8))

Current Predicted PathCurrent Predicted Path

Time 4:Time 4:
Position (Position (6, 36, 3))
Velocity (Velocity (6, 36, 3))

New Predicted PathNew Predicted Path

Time 4.5:Time 4.5:
Position (Position (9, 4.59, 4.5))
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Linear Linear convergenceconvergence

ConvergenceConvergence
PathPath

Time 3.5:Time 3.5:
Position (Position (5.5, 65.5, 6))

Time 4:Time 4:
Position (Position (6, 36, 3))
Velocity (Velocity (6, 36, 3))

Time 4.5:Time 4.5:
Position (Position (8.5, 88.5, 8))

Current Predicted PathCurrent Predicted Path

New Predicted PathNew Predicted Path

ConvergenceConvergence
PointPoint

Time 5:Time 5:
Position (Position (12, 612, 6))
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Quadratic Quadratic convergenceconvergence

ConvergenceConvergence
PointPoint

Time 3.5:Time 3.5:
Position (Position (5.5, 65.5, 6))

Time 4:Time 4:
Position Position (6, 3(6, 3))
Velocity (Velocity (6, 36, 3))

Time 4.5:Time 4.5:
Position (Position (8.5, 88.5, 8))

Time 5:Time 5:
Position (Position (12, 612, 6))

ConvergenceConvergence
PathPath

Current Predicted PathCurrent Predicted Path

New Predicted PathNew Predicted Path
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Convergence with Convergence with cubiccubic splinespline

New PredictedNew Predicted
PathPath

ConvergenceConvergence
PointPoint

Time 3.5:Time 3.5:
Position (Position (5.5, 65.5, 6))

Time 4:Time 4:
Position (Position (6, 36, 3))
Velocity (Velocity (6, 36, 3))

Time 4.5:Time 4.5:
Position Position (8.5, 8(8.5, 8))

Time 5:Time 5:
Position (Position (12, 612, 6))

Current Predicted PathCurrent Predicted Path

Time 6:Time 6:
Position (Position (18, 918, 9))ConvergenceConvergence

PathPath
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NonregularNonregular update generationupdate generation

By taking advance of knowledge about the By taking advance of knowledge about the 
computations at remote host, the source host can computations at remote host, the source host can 
reduce the required state update ratereduce the required state update rate

The source host can use the same prediction algorithm The source host can use the same prediction algorithm 
than the remote hoststhan the remote hosts

Transmit updates only when there is a significant Transmit updates only when there is a significant 
divergence between the actual position and the divergence between the actual position and the 
predicted positionpredicted position
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AdvantagesAdvantages of of nonregularnonregular
transmissionstransmissions

ReducesReduces update update rates, if prediction algorithm is reasonable rates, if prediction algorithm is reasonable 
accurateaccurate

Allows to makeAllows to make guarantees about the overall accuracyguarantees about the overall accuracy

The source host can dynamically balance its network The source host can dynamically balance its network 
transmission transmission resourcesresources

limited bandwidth limited bandwidth ⇒⇒ increase error thresholdincrease error threshold

Nonregular Nonregular updates provide a way to dynamically updates provide a way to dynamically balancebalance
consistency and responsiveness basedconsistency and responsiveness based on the changing on the changing 
consistency demandsconsistency demands
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Lack of Lack of updateupdate packetspackets

If the prediction algorithm is If the prediction algorithm is reallyreally good, or if the entity good, or if the entity 
is not moving significantly, the source is not moving significantly, the source mightmight nevernever send send 
any updatesany updates
NewNew participants never receive any initial participants never receive any initial statestate
Recipients cannot tell the difference between receiving Recipients cannot tell the difference between receiving 
no updates becauseno updates because

the object’s the object’s behaviourbehaviour has not changedhas not changed
the network has failedthe network has failed
the object has left the the object has left the game worldgame world

Solution: timeoutSolution: timeout on packet on packet transmissionstransmissions
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Environmental Environmental effectseffects

WallWall

??



Chapter 9 Chapter 9 –– Slide 55Slide 55Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Dead reckoning: advantagesDead reckoning: advantages and and 
drawbacksdrawbacks

Reduces bandwidth requirements because updates can be Reduces bandwidth requirements because updates can be 
transmitted at lowertransmitted at lower--thanthan--frameframe--raterate
Because hosts receive updates about remote entities at a slower Because hosts receive updates about remote entities at a slower 
rate than local entities, receivers must use prediction and rate than local entities, receivers must use prediction and 
convergence to integrate remote and local entitiesconvergence to integrate remote and local entities
Does not guarantee identical view for all participantsDoes not guarantee identical view for all participants

toleratetolerate and adapt to potential differencesand adapt to potential differences
Complex to develop, maintain, and evaluateComplex to develop, maintain, and evaluate
Dead reckoning algorithms must often be customized for Dead reckoning algorithms must often be customized for 
particular objectsparticular objects
Are entities predictable?Are entities predictable?
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Local perception filtersLocal perception filters

exploiting human’s perceptual limitationsexploiting human’s perceptual limitations
levellevel--ofof--detail: less details where they cannot be observeddetail: less details where they cannot be observed
image, video and audio compressionimage, video and audio compression

local perception filterslocal perception filters
exploits temporal perception exploits temporal perception 
shows possibly outshows possibly out--ofof--date information (≠ dead reckoning)date information (≠ dead reckoning)
ensures consistent interactionensures consistent interaction
allows to introduce artificial delays (e.g., bullet time)allows to introduce artificial delays (e.g., bullet time)
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ExploitingExploiting perceptualperceptual limitationslimitations

HumansHumans havehave inherent perceptual inherent perceptual limitationslimitations
Two approaches to exploitTwo approaches to exploit

1.1. Information can provided at multiple levels of Information can provided at multiple levels of 
detail and at different update ratesdetail and at different update rates

2.2. Mask the timeliness characteristics of informationMask the timeliness characteristics of information



Chapter 9 Chapter 9 –– Slide 58Slide 58Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Exploiting Exploiting levellevel--ofof--detaildetail
perceptionperception

Nearby viewersNearby viewers
expect full graphical expect full graphical detailsdetails
accurate structure, position, orientationaccurate structure, position, orientation
update rate update rate →→ local frame ratelocal frame rate

Distant viewersDistant viewers
can tolerate can tolerate lessless graphical graphical detailsdetails
less accurate structure, position, less accurate structure, position, orientationorientation

User’s focus is typically nearbyUser’s focus is typically nearby
Many inaccuracies cannot even be detected on a fineMany inaccuracies cannot even be detected on a fine--resolution resolution 
displaydisplay

A
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MultipleMultiple--channelchannel architecturearchitecture

Multiple independent data channels for each entityMultiple independent data channels for each entity

LowLow--resolution channelresolution channel

((xx, , yy)) ((xx, , yy))

HighHigh--resolution channelresolution channel

LowLow--frequencyfrequency,,
lowlow--bandwidthbandwidth
informationinformation

HighHigh--frequency,frequency,
highhigh--bandwidthbandwidth
informationinformation

⇒⇒The overall bandwidth The overall bandwidth 
requirements are reducedrequirements are reduced
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Implementation Implementation examplesexamples

ClientClient––serverserver
each transmission identifies its channeleach transmission identifies its channel
server dispatches data from channels to clientsserver dispatches data from channels to clients

Multicast group for each regionMulticast group for each region
assign multiple assign multiple addressesaddresses for each regionfor each region

one group provides all of the entities’ highone group provides all of the entities’ high--resolution channels,resolution channels,
another group provides all of the entities’ lowanother group provides all of the entities’ low--resolution channelsresolution channels

Multicast group for each entityMulticast group for each entity
assign multiple assign multiple addressesaddresses for each for each entityentity

Different reliabilities to each channelDifferent reliabilities to each channel
lowlow--frequency updates are frequency updates are importantimportant

lost packets can have a significant impactlost packets can have a significant impact
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Selecting the Selecting the channelschannels to to provideprovide

How many channels to provide for an entity?How many channels to provide for an entity?
more channels: better service for subscribersmore channels: better service for subscribers
each channel imposes a cost (bandwidth and computational)each channel imposes a cost (bandwidth and computational)

To satisfy the To satisfy the tradetrade--offoff, three channels for each entity is , three channels for each entity is 
typically neededtypically needed

channelschannels provide orderprovide order--ofof--magnitude differences in magnitude differences in 
structural and positional accuracystructural and positional accuracy
packet ratepacket rate

RigidRigid--body channelbody channel
ApproximateApproximate--body channelbody channel

FullFull--body channelbody channel

FarFar--range viewersrange viewers
MidMid--range viewersrange viewers
NearNear--range viewersrange viewers
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RigidRigid--body channelbody channel

Demands the least bandwidth and computationDemands the least bandwidth and computation
Represents the entity as a rigid bodyRepresents the entity as a rigid body
Ignores changes in the entity’s structureIgnores changes in the entity’s structure
Update types:Update types:

positionposition
orientationorientation
structurestructure
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ApproximateApproximate--bodybody channelchannel

More frequent position and orientation updatesMore frequent position and orientation updates

Hosts can render a rough approximation of the entity’s Hosts can render a rough approximation of the entity’s 
dynamic structuredynamic structure

appendages and other articulated partsappendages and other articulated parts

Provided information is entityProvided information is entity--specificspecific

correspondscorresponds to the dominant changes of the structureto the dominant changes of the structure
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Common approximationsCommon approximations

Radial lengthRadial length
motion towards and away from a centre pointmotion towards and away from a centre point
update packets include the current radiusupdate packets include the current radius

Articulation vectorArticulation vector
the current direction of the appendagethe current direction of the appendage
models a rotating turret, arms and legsmodels a rotating turret, arms and legs

Local coLocal co--ordinate system pointsordinate system points
subset of the entity’s significant vertices relative to the entisubset of the entity’s significant vertices relative to the entity’s ty’s 
local colocal co--ordinate systemordinate system
the entity is composed of multiple componentsthe entity is composed of multiple components
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FullFull--bodybody channelchannel

Highest level of detailHighest level of detail

High bandwidth and computational requirementsHigh bandwidth and computational requirements
viewerviewer can subscribe to a limited number of fullcan subscribe to a limited number of full--body body 
channelschannels

Frequent transmissionsFrequent transmissions

Position and orientationPosition and orientation

Accurate structure informationAccurate structure information
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Local perception filters (LPFs)Local perception filters (LPFs)

introduced by Sharkey, Ryan & Roberts (1998)introduced by Sharkey, Ryan & Roberts (1998)
a method for hiding communication delays in a method for hiding communication delays in 
networked virtual environmentsnetworked virtual environments
exploits the human perceptual limitations by exploits the human perceptual limitations by 
rendering entities slightly outrendering entities slightly out--ofof--date locations date locations 
based on the underlying network delaysbased on the underlying network delays

causality of events is preservedcausality of events is preserved
rendered view may have temporal distortionsrendered view may have temporal distortions
rendered view ≠ real viewrendered view ≠ real view
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Active and Active and passivepassive entitiesentities

An active An active entity (i.e., player)entity (i.e., player)
takes actions on its owntakes actions on its own
generates updatesgenerates updates
human participants, computerhuman participants, computer--
controlled entitiescontrolled entities
cannot be predicted typicallycannot be predicted typically
rendered using state updates rendered using state updates 
adjusted for the latency

A passive entityA passive entity
reacts to events from the reacts to events from the 
environment, does not environment, does not 
generate its own actionsgenerate its own actions
inanimate objects (e.g., rocks, inanimate objects (e.g., rocks, 
balls, books)balls, books)
active entities interact with active entities interact with 
passive entitiespassive entities
rendered according to the rendered according to the 
latency of its nearest active latency of its nearest active 
entityentity
reactsreacts instantaneously to instantaneously to the the 
actionsactions of of a nearbya nearby active active 
entity

adjusted for the latency

entity
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Rules of LPFsRules of LPFs

1.1. Player should be able to interact in realPlayer should be able to interact in real--time with the time with the 
nearby entities.nearby entities.

2.2. Player should be able to view remote interactions in Player should be able to view remote interactions in 
realreal--time, although they can be outtime, although they can be out--ofof--date.date.

3.3. Temporal distortions in the player’s perception Temporal distortions in the player’s perception 
should be as unnoticeable as possible.should be as unnoticeable as possible.

pp

nn

rr

qq
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Interaction between playersInteraction between players

interaction = communication between the playersinteraction = communication between the players
local players: immediatelocal players: immediate
remote players: subject to the network latencyremote players: subject to the network latency

time frame = current time time frame = current time –– communication delaycommunication delay

interaction = players exchanging passive entitiesinteraction = players exchanging passive entities
passive entities are predictable passive entities are predictable ⇒⇒ they can be rendered in the they can be rendered in the 
past (or in the future)past (or in the future)

a passive entity can change its time frame dynamicallya passive entity can change its time frame dynamically
the nearer to a local player, the closer it is rendered to the the nearer to a local player, the closer it is rendered to the 
current time current time 
the nearer to a remote player, the closer it is rendered to its the nearer to a remote player, the closer it is rendered to its 
time frame time frame 
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Example: PongExample: Pong

Two active entities: Two active entities: 
paddlespaddles

movement movement 
unpredictableunpredictable

One passive entity: One passive entity: 
ballball

movement predictablemovement predictable

Latency of Latency of dd seconds

dd

seconds
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The viewThe view of of the bluethe blue playerplayer

tt
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The viewThe view of theof the redred playerplayer

tt
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Pong:Pong: summarysummary

Each player sees a different representation of Each player sees a different representation of the samethe same
playing fieldplaying field
The ball accelerates as it approaches the local player’s The ball accelerates as it approaches the local player’s 
paddlepaddle
The ball decelerates as it approaches the remote player’s The ball decelerates as it approaches the remote player’s 
paddlepaddle
The ball’s rendered position alternates betweenThe ball’s rendered position alternates between

the current timethe current time
meaningful interaction for local playermeaningful interaction for local player

a past time referencea past time reference
network latencynetwork latency
observing meaningful interaction for remote observing meaningful interaction for remote playerplayer
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3½3½--dimensionaldimensional temporal contourtemporal contour

Represent each player’s perception as a fourRepresent each player’s perception as a four--
dimensional dimensional coco--ordinateordinate system (system (xx, , yy, , zz, , tt))

xx, , yy, , zz: the spatial position relative to the local : the spatial position relative to the local 
player’s current positionplayer’s current position

local player at (local player at (0, 0, 00, 0, 0))
tt: the time associated with rendered information : the time associated with rendered information 
from that positionfrom that position

local player rendered at current time: local player rendered at current time: t t = 0= 0
opposing player: opposing player: t t = −= −dd

(0, 0, 0(0, 0, 0))

dd
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Temporal contours in PongTemporal contours in Pong

RedRed playerplayerBlueBlue playerplayer
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Temporal contour (from the blue Temporal contour (from the blue 
player’s perspective)player’s perspective)

tt

xx

yy
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Temporal distortionTemporal distortion

Blue viewBlue view

Orange viewOrange view
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Properties of the coProperties of the co--ordinate ordinate 
systemsystem

The coThe co--ordinate system is ordinate system is 
defined independently for defined independently for 
each playereach player
Depends on the player’s Depends on the player’s 
current position and the current position and the 
delay of arriving informationdelay of arriving information
Changes dynamically as the Changes dynamically as the 
player moves or as the player moves or as the 
network properties changenetwork properties change
Defines how a passive object Defines how a passive object 
should be renderedshould be rendered
Two interacting objects are Two interacting objects are 
rendered at the same time rendered at the same time 
reference pointreference point

Each user perceives all Each user perceives all 
collisions correctlycollisions correctly
Objects that approach the Objects that approach the 
local user are rendered in the local user are rendered in the 
user’s timeuser’s time
Smooth movementSmooth movement



Chapter 9 Chapter 9 –– Slide 79Slide 79Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Generalizing the Generalizing the locallocal temporaltemporal
contourcontour

Limitations:Limitations:
players are capable of moving along a single axis onlyplayers are capable of moving along a single axis only

supports twosupports two active objects onlyactive objects only

Generalization to a 4DGeneralization to a 4D coco--ordinateordinate system system requires preservingrequires preserving
for the local user:for the local user:

interactinginteracting naturally withnaturally with passive objects passive objects in vicinityin vicinity

seeingseeing remote interactions remote interactions (passive(passive--toto--passive,passive, passivepassive--toto--active)active) naturally naturally 

perceivingperceiving smooth motion of remote objectssmooth motion of remote objects
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Local Local temporaltemporal contourcontour

The local user at (The local user at (0, 0, 00, 0, 0))
Each active object is assigned Each active object is assigned 
a a tt value value correspondingcorresponding to its to its 
latencylatency

Interpolate Interpolate the contourthe contour over over 
all active objects including all active objects including 
locallocal

Contour defines a suitable Contour defines a suitable tt
value for each spatial point

locallocal

tt

yy

xx

value for each spatial point
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Linear temporal contoursLinear temporal contours

xx

dd((pp, , rr))

rrpp

xx

dd((rr, , pp))

rrpp
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2½2½--dimensional temporal contourdimensional temporal contour

tt

xx

yy
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Multiple players: aggregating the Multiple players: aggregating the 
temporal contourstemporal contours

xx

dd((pp, , rr))

rrpp qq ss

dd((pp, , qq))

dd((pp, , ss))

xx

dd((pp, , rr))

rrpp qq ss

dd((pp, , qq))

dd((pp, , ss))
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Worth notingWorth noting

simple linear functions instead of continuous simple linear functions instead of continuous 
temporal contours temporal contours 
LPFs are the ‘opposite’ of dead reckoning LPFs are the ‘opposite’ of dead reckoning 

no prediction for remote playersno prediction for remote players

the closer the players get, the more noticeable the closer the players get, the more noticeable 
the temporal distortion becomesthe temporal distortion becomes

in critical proximity interaction becomes impossiblein critical proximity interaction becomes impossible
no mêléeno mêlée
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ProblemsProblems

possibly visual disruptions on impact possibly visual disruptions on impact ⇒⇒
shadows (see the lecture notes for details)shadows (see the lecture notes for details)
sudden changes in the player’s position or delay sudden changes in the player’s position or delay 
can cause unwanted effectscan cause unwanted effects

if a player leaves the game, what happens to the if a player leaves the game, what happens to the 
temporal contour?temporal contour?
third party instrusion: someone with a high delay third party instrusion: someone with a high delay 
‘blocks’ the incoming entities‘blocks’ the incoming entities
jitter: entities start to bounce back and forth in timejitter: entities start to bounce back and forth in time



Chapter 9 Chapter 9 –– Slide 86Slide 86Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Bullet timeBullet time

movies: visual effect combining slow motion movies: visual effect combining slow motion 
with dynamic camera movementwith dynamic camera movement
computer games: player can slow down the computer games: player can slow down the 
surroundings to have surroundings to have more timemore time to make decisionsto make decisions
easy in single player games: slow down the game!easy in single player games: slow down the game!
how about multiplayer games?how about multiplayer games?
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Bullet time in multiplayer gamesBullet time in multiplayer games

two approaches:two approaches:
speed up the playerspeed up the player
slow down the other playersslow down the other players

if a player can slow down/speed up the time, if a player can slow down/speed up the time, 
how it will affect the other players?how it will affect the other players?

localize the temporal distortion to the immediate localize the temporal distortion to the immediate 
surroundings of the playersurroundings of the player

but how to do that?but how to do that?
⇒⇒ local perception filters!local perception filters!
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Adding bullet time to LPFsAdding bullet time to LPFs

player using the bullet time has more time to player using the bullet time has more time to 
react react 
⇒⇒ the delay between bulletthe delay between bullet--timed player and the timed player and the 
other players increasesother players increases
add artificial delay to the temporal contouradd artificial delay to the temporal contour
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pp shoots shoots rr without bullet timewithout bullet time

xx

dd((pp, , rr))

rrpp

xx

dd((rr, , pp))

rrpp



Chapter 9 Chapter 9 –– Slide 90Slide 90Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

pp shoots shoots rr while while pp is using bullet is using bullet 
timetime
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pp shoots shoots rr while while rr is using bullet is using bullet 
timetime
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2½2½--dimensional temporal contour dimensional temporal contour 
and bullet timeand bullet time

tt

xx

yy
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Open questionsOpen questions

nonnon--linear temporal contourslinear temporal contours
how to compute quickly?how to compute quickly?
noticeable benefits (if any)?noticeable benefits (if any)?

numerical evaluationnumerical evaluation
measuring the distortion and its effectsmeasuring the distortion and its effects

practical evaluationpractical evaluation
how well does it work?how well does it work?
does it allow new kinds of games?does it allow new kinds of games?
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Synchronized simulationSynchronized simulation

used in used in Age of EmpiresAge of Empires (1997)(1997)
command categories:command categories:

deterministic: computerdeterministic: computer
indeterministic: humanindeterministic: human

distribute the indeterministic commands onlydistribute the indeterministic commands only
deterministic commands are derived from deterministic commands are derived from 
pseudopseudo--random numbers random numbers 
→ distribute the seed value only → distribute the seed value only 
consistency checks and recovery mechanismsconsistency checks and recovery mechanisms
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Synchronized simulation in Synchronized simulation in Age Age 
of Empiresof Empires

Age of EmpiresAge of Empires game series by Ensemble Studiosgame series by Ensemble Studios
RealReal--time strategy (RTS) gametime strategy (RTS) game
Max 8 players, each can have up to 200 moving unitsMax 8 players, each can have up to 200 moving units
⇒⇒ 1600 moving units1600 moving units
⇒⇒ largelarge--scale simulationscale simulation
Rough breakdown of the processing tasks:Rough breakdown of the processing tasks:

30% graphic rendering30% graphic rendering
30% AI and path30% AI and path--findingfinding
30% running the simulation and maintenance30% running the simulation and maintenance
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Synchronized (or simultaneous)Synchronized (or simultaneous)
simulationsimulation

Large simulation Large simulation ⇒⇒ a lot of data to be a lot of data to be 
transmittedtransmitted

TradeTrade--off: computation vs. communicationoff: computation vs. communication
‘If‘If you have more updating data than you can move you have more updating data than you can move 
on the network, the only real option is to generate on the network, the only real option is to generate 
the data on each the data on each client’client’

Run the Run the exactexact same simulation in each clientsame simulation in each client
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Handling indeterminismHandling indeterminism

‘‘Indeterministic’ events are Indeterministic’ events are 
either either 

predictable (computers) orpredictable (computers) or
unpredictable (humans)unpredictable (humans)

Only the unpredictable Only the unpredictable 
events have to be transmitted events have to be transmitted 
⇒⇒ communicationcommunication

apply an identical set of apply an identical set of 
commands that were issued at commands that were issued at 
the same timethe same time

The predictable events can The predictable events can 
be calculated locally on each be calculated locally on each 
client client 
⇒⇒ computationcomputation

PseudoPseudo--random numbers are random numbers are 
deterministicdeterministic
All clients use the same seed All clients use the same seed 
for their random number for their random number 
generatorgenerator

disseminate the seeddisseminate the seed

Random numberRandom numberSeedSeed

NextNext

Pseudo-random number generator
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Communication Communication turnsturns

32003200 34003400 36003600 38003800 40004000 TimeTime
(ms)(ms)

aa bb cc dd ee ff gg

100100 101101 102102 103103Turn:Turn:

ExecuteExecute
commandscommands

ExecuteExecute
commandscommands

ExecuteExecute
commandscommands

ExecuteExecute
commandscommands

cc dd ee ffaa bb
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FeaturesFeatures

Hidden benefitsHidden benefits
clients are hard to hackclients are hard to hack
any simulation running any simulation running 
differently is outdifferently is out--ofof--syncsync

Hidden problemsHidden problems
programming is demandingprogramming is demanding
outout--ofof--sync errorssync errors
checksums for everythingchecksums for everything

50 Gb message logs

Guaranteed delivery using Guaranteed delivery using 
UDPUDP

messagemessage packet:packet:
execution turnexecution turn

sequence numbersequence number

ifif messages messages areare received out of received out of 
order, order, send immediatelysend immediately a a 
resendresend requestrequest

ifif acknowledgement acknowledgement arrivesarrives
late,late, resend resend the message

50 Gb message logs

the message
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Lessons Lessons learnedlearned

Players can tolerate a highPlayers can tolerate a high latencylatency as long as it remainsas long as it remains constantconstant
for an RTS game, even 250for an RTS game, even 250––500 ms latencies are still playable 500 ms latencies are still playable 

Jitter (the varianceJitter (the variance of the of the latency) islatency) is a biggera bigger problemproblem
consistent slow response is better than alternating between fastconsistent slow response is better than alternating between fast and slowand slow

Studying player behaviour helps to identify problematic situatioStudying player behaviour helps to identify problematic situationsns
hectic situations (like battles) cause spikes in the network trahectic situations (like battles) cause spikes in the network trafficffic

Measuring the communicationMeasuring the communication system early on helps the developmentsystem early on helps the development
identify bottlenecks and slowdownsidentify bottlenecks and slowdowns

EducatingEducating programmers programmers to work onto work on multiplayer multiplayer environmentsenvironments
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AreaArea--ofof--interest filteringinterest filtering

AreaArea--ofof--interest interest filtersfilters
each host provides explicit data filterseach host provides explicit data filters
filters define the interest in datafilters define the interest in data

MulticastingMulticasting
use existing routing protocols to restrict the flow of datause existing routing protocols to restrict the flow of data
divide the entities or the region into multicast groups divide the entities or the region into multicast groups 

SubscriptionSubscription--based aggregationbased aggregation
group available data into finegroup available data into fine--grained ‘channels’ grained ‘channels’ 
hosts subscribe the appropriate channelshosts subscribe the appropriate channels
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Why to doWhy to do datadata flowflow restriction?restriction?

((xx, , yy, , zz))

((∆∆xx, , ∆∆yy, , ∆∆zz))
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Create 
Create a newa new object
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Release lock 
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Destroy object
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‘‘Enemy
Enemy sighted!’
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Awareness and the spatial model of Awareness and the spatial model of 
interactioninteraction

Key concepts:Key concepts:
mediummedium: communication type: communication type
auraaura: subspace in which interaction : subspace in which interaction 
can occurcan occur
awarenessawareness: quantifies one object’s : quantifies one object’s 
significance to another object (in a significance to another object (in a 
particular medium)particular medium)

focusfocus: represents an observing : represents an observing 
object’s interestobject’s interest
nimbusnimbus: represents an observed : represents an observed 
object’s wish to be seenobject’s wish to be seen
adaptersadapters: can modify an object’s : can modify an object’s 
auras, foci, and nimbiauras, foci, and nimbi

User’s User’s 
video auravideo aura

Television’s Television’s 
video auravideo aura

Television’s video nimbusTelevision’s video nimbus
User’s videoUser’s video

focusfocus



Chapter 9 Chapter 9 –– Slide 104Slide 104Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

NimbusNimbus--focus information modelfocus information model

Nimbus: entity data should only be made available to Nimbus: entity data should only be made available to 
entities capable of perceiving that informationentities capable of perceiving that information
Focus: each entity is only interested in information Focus: each entity is only interested in information 
from a subset of entitiesfrom a subset of entities
Ideally, all information is processed individually and Ideally, all information is processed individually and 
delivered only to entities observing itdelivered only to entities observing it

what about scaling up?what about scaling up?
processing resoucesprocessing resouces
each packet has a custom set of destination entities each packet has a custom set of destination entities ⇒⇒ hard hard 
to utilize multicastingto utilize multicasting

⇒⇒ Approximate the pure nimbusApproximate the pure nimbus--focus modelfocus model



Chapter 9 Chapter 9 –– Slide 105Slide 105Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

AreaArea--ofof--interestinterest filteringfiltering
subscriptionssubscriptions

NodesNodes transmittransmit information to a set of subscription managers information to a set of subscription managers 
(or(or areaarea--ofof--interest interest managersmanagers, filtering servers), filtering servers)
Managers receive subscription descriptions from Managers receive subscription descriptions from the the 
participatingparticipating nodesnodes
For each piece of data, the managers determine which of the For each piece of data, the managers determine which of the 
subscription subscription requestsrequests are satisfied and disseminate the are satisfied and disseminate the 
information to the corresponding subscribing information to the corresponding subscribing nodesnodes
AOI filtering:AOI filtering:

restrictedrestricted form of the pure nimbusform of the pure nimbus--focus focus modelmodel
ignores nimbus specificationsignores nimbus specifications

subscriptionsubscription descriptions specify the entity’s focusdescriptions specify the entity’s focus
reduces the processing requirements of the pure modelreduces the processing requirements of the pure model
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Intrinsic and Intrinsic and extrinsicextrinsic filteringfiltering

NetworkNetwork
HeaderHeader

ApplicationApplication
DataData

Intrinsic filteringIntrinsic filtering
The filter must inspect the The filter must inspect the 
application contentapplication content
Can dynamically partition data Can dynamically partition data 
based on finebased on fine--grained entity grained entity 
interestsinterests

Extrinsic filteringExtrinsic filtering
Filters packets based on network Filters packets based on network 
propertiesproperties
Implementation efficientImplementation efficient
Filtering cannot be as Filtering cannot be as 
sophisticatedsophisticated
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MulticastingMulticasting

Transmit Transmit a packeta packet to to a multicasta multicast group (multicast address)group (multicast address)
Packets are delivered to Packets are delivered to nodesnodes who have subscribed to the multicast groupwho have subscribed to the multicast group
ExplicitExplicit subscriptionsubscription (join group)(join group) and and unsubscriptionunsubscription (leave group)(leave group)
A A nodenode can subscribe to multiple groups simultaneouslycan subscribe to multiple groups simultaneously
TransmissionTransmission to a group does not require subscriptionto a group does not require subscription
Challenge: hChallenge: howow to partition the available data among a set of multicast to partition the available data among a set of multicast 
groups?groups?
Each multicast group should deliver a set of related informationEach multicast group should deliver a set of related information
Worst case: Worst case: eacheach nodenode is interested in a small subset of information from is interested in a small subset of information from 
every group every group ⇒⇒ must subscribe to every multicast address must subscribe to every multicast address ⇒⇒ broadcastbroadcast
Methods:Methods:

groupgroup--perper--entity allocationentity allocation
groupgroup--perper--region allocationregion allocation
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GroupGroup--perper--entityentity allocationallocation 1(21(2))

A different multicast address to each entityA different multicast address to each entity
Each host receives information about all entities within its Each host receives information about all entities within its focusfocus
Subscription filter is executed locallySubscription filter is executed locally
Subscribe to the groups Subscribe to the groups which havewhich have interesting entitiesinteresting entities
Entities cannot specify their Entities cannot specify their nimbusnimbus; no ; no control overcontrol over which hosts which hosts 
receive receive the informationthe information
Example:Example: PARADISEPARADISE

eacheach entity entity subscribessubscribes to nearby entitiesto nearby entities
control directional information interestscontrol directional information interests

nearby entities that are behindnearby entities that are behind
nearby and distant entities that are in frontnearby and distant entities that are in front
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GroupGroup--perper--Entity Allocation Entity Allocation 2(22(2))

Multiple multicast group addresses to each entityMultiple multicast group addresses to each entity
position updatesposition updates
infrared datainfrared data

Information at a finer granularityInformation at a finer granularity
More accurate focus by group More accurate focus by group subscriptionssubscriptions
NodesNodes need a way to learn about nearby entities need a way to learn about nearby entities 
Entity directory serviceEntity directory service tracks the current state of the tracks the current state of the 
entitiesentities

entity entity transmitstransmits periodically stateperiodically state informationinformation
directory servers collect the information and provide it to directory servers collect the information and provide it to the the 
entitiesentities when requestedwhen requested
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Beacon Beacon serversservers

BeaconBeacon
ServerServer

BeaconBeacon
ServerServer

BeaconBeacon
ServerServer

BeaconBeacon
ServerServer
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DrawbacksDrawbacks

Consumes a large number of multicast addressesConsumes a large number of multicast addresses

Address Address collisionscollisions become quite probablebecome quite probable

Network routers have to process the corresponding large Network routers have to process the corresponding large 
number of join and leave requestsnumber of join and leave requests

Group search induces network trafficGroup search induces network traffic

Network cards can only support a limited number of Network cards can only support a limited number of 
simultaneous simultaneous subscriptionssubscriptions

too many subscriptions too many subscriptions ⇒⇒ ‘promiscuous’ mode‘promiscuous’ mode
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GroupGroup--perper--regionregion allocationallocation

Partition the world into regions and assign each Partition the world into regions and assign each 
region to a multicast groupregion to a multicast group
An entity transmits to groups corresponding to An entity transmits to groups corresponding to 
the region(s) that cover its locationthe region(s) that cover its location
The entity subscribes to groups corresponding The entity subscribes to groups corresponding 
to interesting regionsto interesting regions
Entities have limitedEntities have limited control over control over their nimbus their nimbus 
but lessbut less control over control over their focustheir focus
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Region boundsRegion bounds

An entity has to change its target An entity has to change its target 
group(s) throughout its lifetimegroup(s) throughout its lifetime

track the bounds of the current regiontrack the bounds of the current region
learn the multicast address of a new learn the multicast address of a new 
regionregion
boundaries and addresses assigned to boundaries and addresses assigned to 
the regions are often staticthe regions are often static

In gridIn grid--based region assignment based region assignment 
there are many points at which there are many points at which 
multiple grids meetmultiple grids meet
Near these corners an entity has to Near these corners an entity has to 
subscribe to several groups subscribe to several groups 



Chapter 9 Chapter 9 –– Slide 114Slide 114Algorithms and Networking for Computer GamesAlgorithms and Networking for Computer Games© 2006 Jouni Smed and Harri Hakonen© 2006 Jouni Smed and Harri Hakonen

Environment vs. regularEnvironment vs. regular
tessellationtessellation
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Hybrid Hybrid multicastmulticast aggregationaggregation

Balance between Balance between finefine--
grainedgrained data partitioning data partitioning 
and multicast groupingand multicast grouping
ThreeThree--tieredtiered interest interest 
management system:management system:
1.1. GroupGroup--perper--regionregion

scheme segments data scheme segments data 
based on locationbased on location

2.2. GroupGroup--perper--entityentity scheme scheme 
allows receiver to select allows receiver to select 
individual entitiesindividual entities

3.3. AreaArea--ofof--interestinterest filter filter 
subscriptionssubscriptions
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ProjectionsProjections

LocationLocation

Ty
pe

Ty
pe

Cars betweenCars between
(85,70) and (85,70) and 
(110,85)(110,85)

Tanks betweenTanks between
(10,25) and (10,25) and 
(30,40)(30,40)

Composed ProjectionComposed Projection
Projection aggregation Projection aggregation 
serverserver

collect data for a collect data for a 
projectionprojection
transmit aggregated transmit aggregated 
packets (projection packets (projection 
aggregations)aggregations)

Projection compositionProjection composition
merge the interest merge the interest 
specifications of the specifications of the 
component projectionscomponent projections
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