§9.5 Synchronized Simulation

used in Age of Empires (1997)
command categories:

% deterministic: computer

+ indeterministic: human
distribute the indeterministic
commands only
deterministic commands are derived
from pseudo-random numbers
— distribute the seed value only
consistency checks and recovery

Synchronized (or Simultaneous) Simulation

Large simulation = a lot of data
to be transmitted

Trade-off: computation vs.
communication

f you have more updating data
than you can move on the
ion is

ch

Run the exact same simulation in

each client

Communication Turns

Execute i Execute i Execute
commands commands commands

Turn:

3400

Synchronized Simulation in Age af Empires

& Age of Empires game series by
Ensemble Studios
¢ Real-time strategy (RTS) game
4 Max 8 players, each can have up
to 200 moving units
= 1600 moving units
= large-scale simulation
¢ Rough breakdown of the
ing ta
hic rendering
th-finding
30% running the simulation and
maintenance

Handiing Indeterminism

random numbe
deterministic

# ‘Indeterministic’ events are either
predictable (computers) or
unpredictable (humans)

¢ Only the unpredictable events

have to be transmitted % disseminate the seed
=> communicatio;

apply an identic:
commands that ed at the
same time

# All clients use the same seed for
their random number generator

Pseudo-random number generator

= computation

Division of the Communication Turn

Single communication turn

Communications turn (200 msec) - scaled to ‘round-trip ping' time estimates

Frame Frame
Frame - scaled td rendering speed
50 msec 50 msec 50 msec 50 msec  20ps

‘ Process all messages Frame.

h Internet latency with normal machine performance
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Features

¢ Guaranteed delivery using UDP
e pack
ecution turn
quence num
messages are received out of
order, send immediately a resend
request
owledgement arrives late,
send the me:

¢ Hidden benefits

are hard to hack

§9.6 Area-of-Interest Filtering

& Area-of-interest filters

+ each host provides e:

+ filters define the interest in data

¢ Multicasting

% use existing routing protocols to restrict the flow of data

< divide the entities or the region into multicast groups

# Subscription-based aggregation

% group available data into fine

ined ‘channels”

< hosts subscribe the aj ate channels

Awareness and the Spatial Model of Interaction

Key concept:
& medium: communication ty
bspace in which
tion can occur
# awareness: quantifies one obj
significance to another object (in a
particular medium)

+ focus: sents an obse:
object’s interest

# nimbus: represents an observed
object’s wish to be seen

# adapters: can modify
auras, foci, and nimbi

Lessons Learned

1s can tolerate a

n RTS game, even 250500 ms late

# litter (the variance of the latency) is

rer behaviour helps to identify

situations (like battles) cause spikes in the network traffic

uring the communication system early on helps the devel

dentify bottlenecks and slowdowns

¢ Educating programmers to work on multiplayer envir

Why to Do Data Flow Restriction?

O

ocus Information Model

information
ch entity
d in information fi

ing resouces
each packet has a custom set of
s = hard to

destination entiti

utilize multicasting
pproximate the pure nim
cus model




Area-of-Interest Filtering Subscriptions Subscription Interest Language

# Nodes transmit information to a set of subscription managers # Allows the nodes to expes (R
(or area-of-interest managers, filtering servers) n the game  ™“(eq Type “Tank™)
(AND
(EQ TYPE "Truck™)
(GT LOCATION-X 50)
(LTE LOCATION-X 75)
# For each piece of data, the managers determine which of the * a sequence of filters or assertions (GT LOCATION-Y 83)

subscrinti . . 1afy iq i + based on the values of packet (LTE LOCATION-Y 94)
subscription requests are satisfied and disseminate the i P (EQ PACKET-CLASS INFRARED)))
information to the corresponding subscribing nodes

* lel?age@ receive subscription descriptions from the scription description car be
participating nodes arbitrarily complex

N ‘ Boolean operators
¢ AOI filtering: -ammable func

cted form of the pure nimbus-focus model
ficatio

subscription descriptions specify the entity’s focus

% reduces the processing requirements of the pure model

When to Use Customized Information Flows? Intrinsic and Extrinsic Filtering

Nodes cannot afford the cost of receiving and processing 7
unnecessary messages ook
Nodes are connected over an extremely low-bandwidth Header
network N—
Multicast or broadcast protocols are not available
Client subscrip patterns change rapidly
No a priori categorizations of data
Intrinsic filtering

¢ The filter must inspect the

Problem when a large number of hosts are interested in the o
application content

same piece of information I ¥ ) -
¢ Implementation efficient # Can dynamically partition data

# Filtering cannot be as based on fine-grained entity
sophisticated interests

= unicast = the same data travels multiple
times over the same network

Multicasting

Transmit a packet to a multicast group (multicast address) # A different multicast address to each entity

Waughiss asis delliveired it mudssy vl iy oubsgitbiedl o sl # Each host receives information about all entities within its

Explicit sub ion (join group) and unsubscription (leave group) focus

A node can subscribe to multiple groups simultaneously o ~ .
PBDeR, J # Subscription filter is executed locally

Challenge: how to partition the available data among a set of multicast # Subscribe to the groups which have interesting entities

ups? # Entities cannot specify their nimbus; no control over which
Each multic 1p should deliver a set of related information hosts receive the information

ansmission to a group does not require subs

Worst case: each node is interested in a small subset of information fr
every group = must subscribe to every multicast address = broadcast
Methods: ¢ Example: PARADISE
% group-per-entity allocation +% each entity sul bes to nearby entities
% group-p ion allocation % control directional informati S
entities that are behind
® nearby and distant entities that are in front




Group-per-Entity Allocation 2 (2)

4 Multiple multicast group addresses to each entity
% position updates
+ infrared data

# Information at a finer granularity

& More accurate focus by group subscriptio

¢ Nodes need a way to learn about nearby entities
# Entity directory service tracks the current state of the entities

< entity transmits periodically state information
% director: collect the information and provide it to the entities
when requested

Drawbacks

¢ Consumes a large number of multicast addresses

& Address collisions become quite probable

& Network routers have to process the corresponding large
number of join and leave requests

# Group search induces network traffic

& Network cards can only su t a limited number of
simultaneous subscriptions

< too many subscriptions = ‘promiscuous’ mode

Beacon Servers

il




